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Recent research directions

m Continual learning
m Generative models
m Self-supervised learning

m Representation learning
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Some projects

= VINIF (2019-2022, VN): s NAFOSTED (2015-2017, VN):
o Director: Khoat Than o Director: Khoat Than
o Funding agency: Vingroup o Funding agency: National
Innovation Foundation Foundation for Science and

Technology Development
o Area: Machine learning, Big data & X

= ONRG (2018-2020, USA):

o Director: Khoat Than

o Ared: Machine learning, Big data

= AFOSR (2015-2017, USA):

Director: Khoat Than
o Funding agency: US Navy & Air ;

Force Office of Scientific Research o Funding agency: Air Force Office of
Scientific Research, and U.S. Army
International Technology Center,
Pacific

o Ared: Representation learning, Big
data

o Ared: Machine learning, Big data



ML: Inference & Learning

m Background: Big data are hard to interpret. Recovering hidden
semantics/structures is beneficial, but very challenging.

m Objective: Develop efficient

methods for analyzing
the hidden structures
from big/streaming
text collections

m Tools:
m Topic models
m Maftrix factorization

m Deep neural networks
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ML: Knowledge representation

® Background: Semantic representation is always challenging

m Objective: Develop
methods for learning
efficient representations
of the hidden semantics
from big/streaming data

® TOOls:
m Topic models + Neural nets —
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ML: Human knowledge + Learning

® Background: Integrating human knowledge into machine learning

models is always beneficial but challenging.

m Objective: Develop efficient methods for learning from big or

streaming data that can exploit human knowledge

Computer
vision

m Tools:

= Topic models + Neural nets
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Application: Recommender systems
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Application: Recommender systems

: BERT-based module

Going deeper
Modeling
sequential
behaviors

and high-order

interactions

Causal-self Attention blocks
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A recent research line



Question

2 How to train a machine from an infinite sequence of data?

< Learning from a data stream

[ usms iaxe |[PAS | USERS LIKE [ All global data in
- 110040 1o Zettabytes
S USERS VIEW Pt \s ERS UPLOAD ——
: VIDEOS m FU 8
/ ~ & \ . —USERSLIKE=
5 - |'[] Il I‘ ) _._,,-:“: — —_ 20
i le L [ ) ; R "I—." i -.'--."-T‘ e :- 1 _.I.I. . I. (/i> - . ) .
- .~ USERS PIN —
O g © w . )
LU : | SUBSCRIBERS : | @QQ @Q% “9\% “9\“' “9\& “9\6 ‘\9\% ‘_‘9‘19

SERS CAS-'- I'. - STREAM

. |voTES
HOURS OF VIDED ——

12

https://www.umanis.com/lesechosdeladata/avis-dexpert/digital-listening-social-media/attachment/data-digital-social-media-3/?thc-month=201606




Applications

2 Online services

o Lifelong learning

amazon
"

“The company reported a
29% sales increase to $12.83
billion during its second fiscal
quarter, up from $9.9 billion
during the same time last
year."”

— Fortune, July 30, 2012
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Question: challenges

o Learning from infinitely many observations (data)

o The dynamic nature

o The NP-hardness of inference

14



e
Catastrophic forgetting

o Forget the tasks that have learned before

o This problem appears in most learning systems, but

< Most existing focuses on neural networks [Parisi et al., 2019; French,
1999; Mermillod et al., 2013]

< Lack of theory: forgetting rate, ...
o Our finding: after training b minibatchs

165 = Solls = |6 + -+ &, = b

< The knowledge &, will quickly become negligible
+ Forgetting rate: O(b™1) - Much faster than human: 0(b~%67)

Bach, Tran Xuan, Nguyen Duc Anh, Linh Ngo Van, Khoat Than. "Dynamic transformation of prior knowledge into Bayesian
models for data streams." Conditionally accepted, IEEE Transactions on Knowledge and Data Engineering, 2021.



Catastrophic forgetting: example
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The accuracy of prediction about the first learned concept (Rec.autos for (a),
Rec.sport.hockey for (b)) decreases quickly as learning from more new concepts.
(Higher is better)
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e
Stability-Plasticity dilemma

o Stability: should not forget what has been learned
o Plasticity: quickly adapt with new changes [Mermillod et al., 2013]
o How to balance efficiently?

Old knowledge <=> New knowledge

o Our finding for SVB:

ields b— oo
16l 0 T par(é,) —— 0

a model will evolve slowly (too stable)
could not deal well with sudden changes (Plasticity?)

@,
0’0

@,
0’0

Van-Son Nguyen, Duc-Tung Nguyen, Linh Ngo Van, Khoat Than, “Infinite
Dropout for training Bayesian models from data streams”, IEEE Big Data, 2019.



e
Stability-Plasticity: concept drift
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Generalization of a model when concept drifts sometimes appear over time.
(Higher is better)
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Stability-Plasticity: our solution

o Infinite Dropout: ensemble of infinite learners in streaming
conditions

< Transition from time t — 1 to t: S
Bt~Normal(Bt~1,ol) o

< Drop out some of the global variable:

Bt = r(5®n) ) @
_ m ~Bernoulli(dr)
: ) B

Balance the
old & new

O

Room for new
knowledge

M) . M

Van-Son Nguyen, Duc-Tung Nguyen, Linh Ngo Van, Khoat Than, (a) iDropout for B(ﬁ7 z, gj)
“Infinite Dropout for training Bayesian models from data streams”,
IEEE Big Data, 2019. 19



Stability-Plasticity: our solution

o iDropout & aiDropout
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Ha Nguyen, Hoang Pham, Son Nguyen, Linh Ngo Van, Khoat Than. “Adaptive Infinite Dropout for Noisy and Sparse Data Streams,”
Conditionally accepted, Machine Learning journal, 2021.



Catastrophic forgetting: our solution

o We propose a simple framework (BPS) to keep human knowledge at
every step

p(®@|Cy, ..., Cp,m) < p(P[7)p(Cp| P, Mp(P[Cy, ..., Cpq,7)
o So, learning = boosted prior + (current + past) statistics

Ep =80+ &p+ &p

<« Where & is the knowledge to be preserved

Anh Nguyen, Ngo Van Linh, Anh Nguyen Kim, Canh Hao Nguyen, and Khoat Than.
"Boosting Priors in streaming Bayesian learning." Neurocomputing, vol. 424, 2021.



Our BPS: sentiment analysis

o Unsupervised Sentiment analysis

< BPS mostly outperforms SVB

[Nguyen et al., 2021]

A

E M

o—0 [
=

J

-

-

Human knowledge

Positive

D

J

Aspect-sentiment unification model
[Jo & Oh, 2011]

Good

Awesome

Excellent

n
0.84 . ,".
Ay ours
0.82 ST
x\,(’
>
§0.80
3 2
i a r /‘\ .
0.78 T T S suB
\ L /;' /\‘\\ —-e- BPS,5=0.2
0.76 i \ ----- BPS,s=0.4
-+~ BPS,5=0.6
074y A\ T BPS,s=1.0
| |
25 50 7.5 10.0 12.5 150 17.5
Data seen (x1000)
(b) Yelp.
Ty oty
A WA H
LELETA R
el A n A, o | Ours
YO N I MY
'3 . -" oy
. oy
Negative g
o o
) I,
—— SVB
Bad . | Vh Moo BPS,5=0.2
V &,\j\g\ M’ ----- BPS,s=0.4
0.80 \* |/ -+ BPS;5=0.6
Sad b BPS,s=1.0
0.78 [
c 0 20 40 60 80 100 120
Borlng Data seen (x1000)

(d) Music.

22



1l e
Human knowledge: TPS
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Bach, Tran Xuan, Nguyen Duc Anh, Linh Ngo Van, Khoat Than. “Dynamic transformation of prior knowledge into Bayesian
models for data streams.” Conditionally accepted, IEEE Transactions on Knowledge and Data Engineering, 2021.
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Knowledge graph: GCTM

2 Many sources of valuable knowledge
are graphs

o GCTM = Graph convolutional nets +
Topic models + Knowledge graph
ht = GCN(G,X; WY
< Analyzing hidden topics from text streams
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Linh Ngo, Bach Tran, Khoat Than. “Graph Convolutional Topic Model for Data Streams.” Cond. accepted, Neurocomputing, 2021.



