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Question

12

q How to train a machine from an infinite sequence of data?

v Learning from a data stream

https://www.umanis.com/lesechosdeladata/avis-dexpert/digital-listening-social-media/attachment/data-digital-social-media-3/?thc-month=201606
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Applications
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q Online services

q Lifelong learning



Question: challenges
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q Learning from infinitely many observations (data)

q The dynamic nature 

q The NP-hardness of inference 

q ...



Catastrophic forgetting
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q Forget the tasks that have learned before

q This problem appears in most learning systems, but

v Most existing focuses on neural networks [Parisi et al., 2019; French, 
1999; Mermillod et al., 2013]

v Lack of theory: forgetting rate, … 

q Our finding: after training b minibatchs 

�� − �� � = ��� +⋯+ ��� �
≥ �

v The knowledge �� will quickly become negligible

v Forgetting rate: �(���) à Much faster than human: �(���.��)

Bach, Tran Xuan, Nguyen Duc Anh, Linh Ngo Van, Khoat Than. "Dynamic transformation of prior knowledge into Bayesian 
models for data streams." Conditionally accepted, IEEE Transactions on Knowledge and Data Engineering, 2021.



Catastrophic forgetting: example
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The accuracy of prediction about the first learned concept (Rec.autos for (a), 
Rec.sport.hockey for (b)) decreases quickly as learning from more new concepts.

(Higher is better)



Stability-Plasticity dilemma
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q Stability: should not forget what has been learned

q Plasticity: quickly adapt with new changes [Mermillod et al., 2013]

q How to balance efficiently? 

Old knowledge <=> New knowledge

q Our finding for SVB:

�� �

�→�
∞

yields
���(��)

�→�
0

v a model will evolve slowly (too stable)

v could not deal well with sudden changes (Plasticity?)

Van-Son Nguyen, Duc-Tung Nguyen, Linh Ngo Van, Khoat Than, “Infinite 
Dropout for training Bayesian models from data streams”, IEEE Big Data, 2019.



Stability-Plasticity: concept drift
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Generalization of a model when concept drifts sometimes appear over time.
(Higher is better)



Stability-Plasticity: our solution
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q Infinite Dropout: ensemble of infinite learners in streaming 
conditions

v Transition from time � − 1 to �: 
��~������(����, ��)

v Drop out some of the global variable: 
��� = � ��⨂��

��~���������(��)

Balance the
old & new

Room for new 
knowledge

Van-Son Nguyen, Duc-Tung Nguyen, Linh Ngo Van, Khoat Than,
“Infinite Dropout for training Bayesian models from data streams”, 
IEEE Big Data, 2019.



Stability-Plasticity: our solution
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q iDropout & aiDropout

v Adapt well with sudden 
changes

v Deal well with noisy 
and sparse data

Ours

Ours

Ha Nguyen, Hoang Pham, Son Nguyen, Linh Ngo Van, Khoat Than. “Adaptive Infinite Dropout for Noisy and Sparse Data Streams,” 
Conditionally accepted, Machine Learning journal, 2021.



Catastrophic forgetting: our solution
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q We propose a simple framework (BPS) to keep human knowledge at 
every step

� Φ ��, … , ��, � ∝ � Φ �̂� �(��|Φ, �)� Φ ��, … , ����, �

q So, learning = boosted prior + (current + past) statistics

�� = ��
� + ��� + ����

v Where ��
� is the knowledge to be preserved

Anh Nguyen, Ngo Van Linh, Anh Nguyen Kim, Canh Hao Nguyen, and Khoat Than. 
”Boosting Priors in streaming Bayesian learning." Neurocomputing, vol. 424, 2021.



Our BPS: sentiment analysis
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q Unsupervised Sentiment analysis

v BPS mostly outperforms SVB 
[Nguyen et al., 2021] Ours

Ours

Aspect-sentiment unification model
[Jo & Oh, 2011]

Human knowledge
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Good Bad

Awesome Sad

Excellent Boring



Human knowledge: TPS
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q Prior knowledge is exploited 
as learning from a stream 

v The knowledge is transformed 
into the global variable: 

�� = � ���

v The transformation (�) is dynamic

Bach, Tran Xuan, Nguyen Duc Anh, Linh Ngo Van, Khoat Than. “Dynamic transformation of prior knowledge into Bayesian 
models for data streams.” Conditionally accepted, IEEE Transactions on Knowledge and Data Engineering, 2021.
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Knowledge graph: GCTM
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q Many sources of valuable knowledge 
are graphs

q GCTM = Graph convolutional nets + 
Topic models + Knowledge graph

ℎ� = ���(�, �;��)

v Analyzing hidden topics from text streams

Linh Ngo, Bach Tran, Khoat Than. “Graph Convolutional Topic Model for Data Streams.” Cond. accepted, Neurocomputing, 2021.
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Ours


