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Research interests

- (Almost) everything about vision models 
- Model architecture: ReXNet[CVPR’21], PiT[ICCV’21]

- Optimizer: AdamP[ICLR’21]

- Robustness: ReBias[ICML’20], Shortcut learning[ICLR’22]

- Vision applications: Face, OCR[CVPR’19,ICCV’19,ECCV’22]

Skipped for this talk

[CVPR’19] Baek et al., Character Region Awareness for Text Detection
[ICCV’19] Baek et al., What Is Wrong with Scene Text Recognition Model Comparisons? Dataset and Model Analysis
[ICML’20] Bahng et al., Learning De-biased Representations with Biased Representations
[CVPR’21] Han et al., Rethinking Channel Dimensions for Efficient Model Design
[ICCV’21] Heo et al., Rethinking spatial dimensions of vision transformers
[ICLR’21] Heo et al., AdamP: Slowing Down the Slowdown for Momentum Optimizers on Scale-invariant Weights
[ECCV’22] Kim et al., Donut: Document Understanding Transformer without OCR
[ICLR’22] Scimeca et al., Which shortcut cues will dnns choose? a study from the parameter-space perspective



Research interests

- (Almost) everything about vision models 
- How to “teach” vision models? *data* and *supervision*

- Knowledge distillation [ICCV’19a]
- Data augmentation [ICCV’19b, CVPR’22a]
- Data re-labeling [CVPR’21]
- Data compression [ICML’22a, ICML’22b]
- Weak supervision [ICCV’21, CVPR’22b]

[ICCV’19a] Heo et al., A Comprehensive Overhaul of Feature Distillation
[ICCV’19b] Yun et al., CutMix: Regularization Strategy to Train Strong Classifiers with Localizable Features
[CVPR’21] Yun et al., Re-labeling ImageNet: from Single to Multi-Labels, from Global to Localized Labels
[ICCV’21] Kim et al., Normalization Matters in Weakly Supervised Object Localization 
[CVPR’22a] Park et al., The Majority Can Help The Minority: Context-rich Minority Oversampling for Long-tailed Classification
[CVPR’22b] Lee et al., Weakly Supervised Semantic Segmentation using Out-of-Distribution Data
[ICML’22a] Kim et al., Dataset Condensation via Efficient Synthetic-Data Parameterization
[ICML’22b] Lee et al., Dataset Condensation with Contrastive Signals
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Towards Strong and Robust
Deep Models



- We supply stronger vision models (than public ones) for NAVER services 

Our Vision models for NAVER Services

OCR Service
Text detection

Text recognition

Face Service
Face detection

Face identification

Spam Image Filtering
Image Retrieval

etc

...
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How to get stronger models?

- Simple answers: 
- 1) Collect more pre-training datasets
- 2) Use computationally heavier architecture
- They are not cost efficient.

- Our research goal: obtain better model without extra cost!

→ We use better training 
strategy
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Why training strategy matters?

Loss

Training iterations

Training loss

Test loss

Overfitting!

Dog
Dog

Dog

Model
(Lazy)

Green 
grass    → 

dog!

Okay
it’s NOT
a dog!



Why training strategy matters?

- Robustness 



Why training strategy matters?

- Robustness 

It’s a stop sign!



Why training strategy matters?

- Robustness 

….?



“Generalization”

Gray Blur

Rotated Viewpoint Occlusion



“Generalization”

Gray Blur

Rotated Viewpoint Occlusion

I’m well generalized. 
They are ALL dogs!



Data Augmentation: Simple but very effective solution

Horizontal flip 
augmentation



Random Crop
augmentation

Data Augmentation: Simple but very effective solution

Now I can handle 
scale and viewpoint 

change cases.



Color jittering / lighting 
augmentation

Data Augmentation: Simple but very effective solution

Now I can handle 
color change cases.



Random erasing[1],
Cutout[2]

Data Augmentation: Simple but very effective solution

Now I can handle 
occlusion cases.

[1] Devries et al., “Improved regularization of convolutional neural networks with cutout”, arXiv 2017.
[2] Zhong et al., “Random erasing data augmentation”, arXiv 2017.

✓ Good generalization ability
✘ Cannot utilize full image regions



Mixup[1]

data augmentation

Data Augmentation: Mixup

[1] Zhang et al., “mixup: Beyond empirical risk minimization.”, ICLR 2018.

Dog Cat
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data augmentation

Data Augmentation: Mixup

[1] Zhang et al., “mixup: Beyond empirical risk minimization.”, ICLR 2018.

Dog Cat
Mix

New image New label

Dog 50%
Cat 50%

Now I can handle 
uncertain images.



Mixup[1]

data augmentation

Data Augmentation: Mixup

[1] Zhang et al., “mixup: Beyond empirical risk minimization.”, ICLR 2018.

Dog Cat
Mix

New image New label

Dog 50%
Cat 50%

✓ Good generalization ability
✓ Use full image region

✘ Locally unrealistic image
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How about this?

Cut

Paste Dog 1.0

Cat 1.0
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How about this?

- We call this “CutMix”

New image New label

Dog 50%
Cat 50%

New image New label

Dog 75%
Cat 25% ...

Now I can handle 
both occlusion 
and uncertain 

cases.
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Seong Joon Oh
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Sangdoo Yun
Naver AI Lab

ICCV’19 Oral Talk.
CutMix: Regularization Strategy to Train 
Strong Classifiers with Localizable Features. 

Junsuk Choe
Naver AI Lab

(Sogang Univ.)



CutMix in a Nutshell
Original Cutout Mixup

Training
Image

Target
Label Dog 1.0 Dog 1.0 Dog 0.5

Cat  0.5

CutMix

Dog 0.6
Cat  0.4



CutMix in a Nutshell
Original Cutout Mixup

Training
Image

Target
Label Dog 1.0 Dog 1.0 Dog 0.5

Cat  0.5

CutMix

Dog 0.6
Cat  0.4

✓ Unlike Cutout, CutMix uses full image region

✓ Unlike Mixup, CutMix makes realistic local image patches
✓ CutMix is simple: only 20 lines of PyTorch code



CutMix training strategy 

Image

Dog 0.6
Cat 0.4



CutMix training strategy 

Image

Dog 0.6
Cat 0.4

The problem is changed from “image classification”
→ “What”, “Where”, and “How large” the objects are in the image.

There is a dog and a cat.
The cat is in the upper-left.
The dog is in the remaining 

region.
Dog with 60% 

and cat with 40%



What does the model learn with CutMix?

Heatmap visualization[1]:
Where does the model
recognize the object? 

[1] Zhou et al., Learning Deep Features for Discriminative Localization, CVPR 2016.



What does the model learn with CutMix?

Heatmap visualization[1]:
Where does the model
recognize the object? 

Heatmap of 
St. Bernard

Heatmap of 
Poodle

[1] Zhou et al., Learning Deep Features for Discriminative Localization, CVPR 2016.



St. Bernard

Poodle

Mixup[1] Cutout[2] CutMix

[1] Zhang et al., “mixup: Beyond empirical risk minimization.”, ICLR 2018.
[2] Devries et al., “Improved regularization of convolutional neural networks with cutout”, arXiv 2017.

What does the model learn with CutMix?



Cutout[2] CutMix

Heatmap of 
St. Bernard

[1] Zhang et al., “mixup: Beyond empirical risk minimization.”, ICLR 2018.
[2] Devries et al., “Improved regularization of convolutional neural networks with cutout”, arXiv 2017.

What does the model learn with CutMix?



Cutout[2] CutMix

Heatmap of 
St. Bernard

Heatmap of 
Poodle

[1] Zhang et al., “mixup: Beyond empirical risk minimization.”, ICLR 2018.
[2] Devries et al., “Improved regularization of convolutional neural networks with cutout”, arXiv 2017.

What does the model learn with CutMix?



Mixup[1] CutMix

Heatmap of 
St. Bernard

[1] Zhang et al., “mixup: Beyond empirical risk minimization.”, ICLR 2018.
[2] Devries et al., “Improved regularization of convolutional neural networks with cutout”, arXiv 2017.

What does the model learn with CutMix?



Mixup[1] CutMix

Heatmap of 
St. Bernard

Heatmap of 
Poodle

[1] Zhang et al., “mixup: Beyond empirical risk minimization.”, ICLR 2018.
[2] Devries et al., “Improved regularization of convolutional neural networks with cutout”, arXiv 2017.

What does the model learn with CutMix?



Mixup[1] CutMix

Heatmap of 
St. Bernard

Heatmap of 
Poodle

[1] Zhang et al., “mixup: Beyond empirical risk minimization.”, ICLR 2018.
[2] Devries et al., “Improved regularization of convolutional neural networks with cutout”, arXiv 2017.

What does the model learn with CutMix?



Mixup[1] Cutout[2] CutMix

Heatmap of 
St. Bernard

Heatmap of 
Poodle

[1] Zhang et al., “mixup: Beyond empirical risk minimization.”, ICLR 2018.
[2] Devries et al., “Improved regularization of convolutional neural networks with cutout”, arXiv 2017.

What does the model learn with CutMix?
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Experiments

- ImageNet Classification

ResNeXt-101ResNet-50 ResNet-101

76.32 

78.80
(+2.48) 78.13 

79.83
(+1.60) 

78.82 

80.53
(+1.71) 

To
p-

1 
ac

cu
ra

cy
 (%

)

Baseline CutMix

✓ Great improvement over baseline (+2%p).
✓ Outperforming existing methods.

✓ ResNet50 + CutMix ≈ ResNet152.



Experiments

- Transfer learning to object detection and image captioning.

✓ Great improvement on MS-COCO (+2%p): ResNet-50 → ResNet-101 
✓ Choosing CutMix-pretrained model brings great performance gain



Experiments

- Improved robustness performance



Is CutMix still useful? 

ConvNext
CVPR 2022

Vision Transformer 
ICML 2021



Is CutMix still useful? Yes :) 

ConvNext
CVPR 2022

Vision Transformer 
ICML 2021



Further studies

Video recognition [1]

Better mixing strategy beyond random [2,3]

[1] Yun et al., VideoMix: Rethinking Data Augmentation for Video Classification, arXiv 2021
[2] Kim et al., Puzzle Mix: Exploiting Saliency and Local Statistics for Optimal Mixup, ICML 2020
[3] Kim et al., Co-Mixup: Saliency Guided Joint Mixup with Supermodular Diversity, ICLR 2021
[4] Park et al., The Majority Can Help The Minority: Context-rich Minority Oversampling for Long-tailed Classification, CVPR 2022.
[5] Jiang et al., All Tokens Matter: Token Labeling for Training Better Vision Transformers, NuerIPS 2021.
[6] Yoon et al., SSMix: Saliency-Based Span Mixup for Text Classification, Findings of ACL 2021.

CutMix for imbalanced classification [4]

Token augmentation in ViT [5]
Text classification in NLP [6]



Summary of CutMix 

- CutMix makes robust and strong vision models 
- Visit our website (codes & models): https://github.com/ClovaAI/CutMix-

PyTorch

https://github.com/ClovaAI/CutMix-PyTorch
https://github.com/ClovaAI/CutMix-PyTorch


“ImageNet”[1][2] (ILSVRC 2012)

- More than 1M images for 1,000 object categories
- However, their annotations are ...

[1] J. Deng, et al., ImageNet: A Large-Scale Hierarchical Image Database. CVPR 2009.
[2] Olga Russakovsky et al., ImageNet Large Scale Visual Recognition Challenge. IJCV 2015.

From ImageNet to Image Classification: Contextualizing Progress on Benchmarks, ICML 2020.
https://slideslive.com/38928533/from-imagenet-to-image-classification-contextualizing-progress-on-benchmarks

https://slideslive.com/38928533/from-imagenet-to-image-classification-contextualizing-progress-on-benchmarks
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“ImageNet” (ILSVRC 2012)

- More than 1M images for 1,000 object categories
- However, their annotations are ...

Contextualizing Machine Accuracy on ImageNet, ICML 2020.
https://slideslive.com/38928496/contextualizing-machine-accuracy-on-imagenet

https://slideslive.com/38928496/contextualizing-machine-accuracy-on-imagenet


ImageNet’s Labeling issues

- Previous works [1,2,3] focus on validation set (50,000 images)
- Re-annotates multi-labels using human labor

[1] From ImageNet to Image Classification: Contextualizing Progress on Benchmarks, ICML 2020.
[2] Contextualizing Machine Accuracy on ImageNet, ICML 2020.
[3] Are we done with ImageNet?, ArXiv 2020.



ImageNet’s Labeling issues: Training images

- How about training images? (1,280,000 images) - Can we re-label them?
- If we solve the labeling problems on training images, we might enhance 

models accuracy and robustness?



ImageNet’s Labeling issues: Training images

- During training, “Random Crop” intensifies the label noises

ImageNet Label: ox
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ImageNet’s Labeling issues: Training images

- During training, “Random Crop” intensifies the label noises

ImageNet Label: ox

ox 1.00 ox 1.00 ox 1.00 ox 1.00

ox 1.00 barn 1.00 barn 0.51 
ox 0.42

fence 0.33
ox 0.14



Random crop analysis



Dongyoon Han
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Sangdoo Yun
Naver AI Lab

CVPR’21 
Re-labeling ImageNet: 
from Single to Multi-Labels, 
from Global to Localized Labels

Junsuk Choe
Naver AI Lab

(Sogang Univ.)
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- Our goal: (1) Multi-label, (2) Localized label
- Re-labeling using “machine annotator” (or, pseudo-labeling)
- Machine annotator: state-of-the-art classifier trained with extra source data
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- Re-labeling using “machine annotator” (or, pseudo-labeling)
- Machine annotator: state-of-the-art classifier trained with extra source data

Strong 
Classifier

Image
[3 x H x W]

Conv

Feature map
[D x h x w]

Pooled feature
[D x 1 x 1]

Predicted label
[C x 1 x 1]

GAP FC
Layer



Our solution (ReLabel)

- Our goal: (1) Multi-label, (2) Localized label
- Re-labeling using “machine annotator” (or, pseudo-labeling)
- Machine annotator: state-of-the-art classifier trained with extra source data

Strong 
Classifier

Image
[3 x H x W]

Conv

Feature map
[D x h x w]

Predicted label map
[C x h x w]

Predicted label
[C x 1 x 1]

GAP1x1 
Conv

Long et al., Fully convolutional networks for semantic segmentation. CVPR 2015.
Zhou et al.,Learning deep features for discriminative localization, CVPR 2016. 



Our solution (ReLabel)

- Our goal: (1) Multi-label, (2) Localized label
- Re-labeling using “machine annotator” (or, pseudo-labeling)
- Machine annotator: state-of-the-art classifier trained with extra source data

Strong 
Classifier

Image
[3 x H x W]

Conv

Feature map
[D x h x w]

Predicted label map
[C x h x w]

1x1 
Conv

Long et al., Fully convolutional networks for semantic segmentation. CVPR 2015.
Zhou et al.,Learning deep features for discriminative localization, CVPR 2016. 

“Multi-” and 
“Localized” labels!

We save these 
“Label maps”



Label Map Examples



How to train? 

Database model prediction



How to train? – Original supervision 

Database model

ImageNet 
Label

prediction

Original ImageNet’s supervision
(ex: Cross-entropy loss)

Sheepdog 1.0



How to train? – ReLabel supervision 

Database model

ImageNet 
Label

prediction

Label map

ReLabel supervision

ReLabel

Sheepdog 0.4
Terrior 0.6

Label 
Pooling



Re-labeling ImageNet: Analysis



Comparison with knowledge distillation

Database model prediction



Comparison with knowledge distillation

Database model prediction

teacher
model prediction

similarity 
loss



Comparison with knowledge distillation

Database model prediction

teacher
model prediction

similarity 
loss

Knowledge distillation also has
- Multi-label
- Localized Label
- But, inefficient!



Re-labeling ImageNet: Analysis

- Comparison with knowledge distillation





Experiments

- Results on ImageNet benchmark (single, multi-label evaluation)



Experiments

- Results on ImageNet benchmark (various architectures)



Experiments

- Results on ImageNet benchmark (towards SOTA)



Experiments

- Robustness 



Experiments

- Transfer learning



Summary of ReLabel

- We propose a re-labeling strategy, ReLabel for ImageNet training data.
- ReLabel improves the model performance with 3% extra computation.
- Our re-labeled ImageNet, models, and codes: https://github.com/naver-

ai/relabel_imagenet.

https://github.com/naver-ai/relabel_imagenet
https://github.com/naver-ai/relabel_imagenet


Thank you 


