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Introduction
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• Pretraining – Finetuning:
• Pre-trained language model representations have been successful  

and applied in increasingly flexible and task-agnostic architectures  
for downstream transfer.

• Require a task-specific dataset for each task 
• Limitation: Need large labeled datasets, long training time...

 -> Prompting, Prompt-tuning,,..



Introduction
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• Fine-tuning: train a model on how to respond, so you don’t have to specify 
that in your prompt.

• Prompting: for each sample, explicitly tell your model how it should  respond.



Introduction

6

Decoder-Only Transformer: GPT-3
• A pretrained LM may generate the task output as a sequence without 

parameter update, conditional on an input sequence with
• the task description
• task-specific input-output examples  
• task input

• This learning paradigm is called in-context learning.
• GPT-3 (2020), 175B parameters:

• uses the same Transformer decoder architecture in GPT-2 except 
that  attention patterns are sparser at alternating layers

• pretrained 40TB of text data
• performs better with larger model size, where few-shot 

performance  increases most rapidly



How large are “large” LMs?
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Introduction

Prompting:
• Prompts are used to interact with LLMs to accomplish a task.
• A prompt is a user-provided input. Prompts can include 

instructions,  questions, or any other type of input, depending on 
the intended use  of the model.
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Prompting techniques

• Standard prompting: zero-shot, one-shot, few-shot
• Instruction prompting
• Chain of Thought (CoT) prompting
• Instruction tuning
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Language model meta-learning
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‘Standard’ prompting

• ‘Standard’ prompting, also called In-context learning: generate the expected output 
without requiring additional training or gradient updates.

• LLMs learn diverse skills and subtasks during the pretraining process  to infer during test 
time by designing prompts or input examples  that are specific to the task or context at 
hand.
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‘Standard’ prompting

https://www.promptingguide.ai/techniques
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‘Standard’ prompting
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‘Standard’ prompting
Important:
• The label space and the distribution of the input text 
• The output format of the examples, even incorrect values
• Selecting random labels from a true distribution of labels 
• Few-shot prompting works well for many tasks , but it doesn’t for complex reasoning 

tasks à chain-of-thought (CoT) prompting

https://www.promptingguide.ai/techniques
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Instruction prompting

Tips for Designing Prompts
• It is an iterative process that requires a lot of experimentation to get optimal 

results. 
• Start with simple prompts, keep adding more elements and context as you aim 

for better results. 
• Specificity, simplicity, and conciseness examples provide good results.
• When you have a big task:  break down the task into simpler subtasks
• Using commands to instruct the model, e.g., "Classify", "Summarize", 

"Translate", …
• Instructions should be placed at the beginning of the prompt. 
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Instruction prompting
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Instruction prompting

• Prompts should be specific and direct
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Instruction prompting

• Avoid saying what not to do but say what to do
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Instruction prompting
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Good AI Prompt Examples

• 120 Best ChatGPT Prompts For Every Type Of Work
• https://www.greataiprompts.com/chat-gpt/best-chat-gpt-prompts/?expand_article=1 

• 15 Powerful Prompts To Elevate Your ChatGPT Experience
• https://geekflare.com/chatgpt-powerful-prompts/ 
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Chain of Thought (CoT) Prompting

• Only applied to LLMs ~100B para
• Few-shot CoT:
• Manually written (or model-generated) high-quality reasoning chains.

• Zero-shot CoT
• Model generate reasoning chain itself, then prompt itself to produce 

answers.
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Chain of Thought (CoT) Prompting

• Few-shot CoT: decomposition to make it more understandable
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• Zero-shot CoT: improve previous CoT by reasoning extraction 

Chain of Thought (CoT) Prompting
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• Zero-shot CoT
• Reasoning Prompt: Simply append the words "Let's think step by step." to  the end of a question.
• Prompts For Answer Extraction

-> versatile and task-agnostic because using only one prompt for many task

Chain of Thought (CoT) Prompting
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Instruction fine-tuning

• Models: FlanT5, FlanPaLM, InstructGPT.
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Instruction Tuning

Formatted Instance Construction
▶  Existing Datasets: re-format and inverted format e.g “Please answer  this question” is added for each 

example in the question-answering  task, “Please generate a question based on the answer:”
▶  Human Needs: Human annotation, Reject High-risk instructions
▶  Key factors: diversity of instructions + Design
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Effect:
▶ Performance Improvement: 

• Models of different scales (experimenting from 77M to 540B) 
can all benefit from instruction tuning. 

• Smaller models with instruction tuning can even perform better 
than larger models without fine-tuning.

▶ Task Generalization: generalize to related tasks across languages; 
achieve superior performance on  both seen and unseen tasks

Instruction Tuning
27
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Integrate the ChatGPT API into your application

• Official guide from OpenAI: 
• https://platform.openai.com/docs/guides/gpt 

• GitHub Repository: OpenAI provides several examples and code 
samples on GitHub for integrating the ChatGPT API

• https://github.com/openai

• Guides from community
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Thank you for your attention!


